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Administrative

= Projects
= Status 2 on Friday

= Paper next Friday
= work on the paper in parallel if you’re not done with experiments
by early next week

= CS lunch today!

Problems for Statistical MT

= Preprocessing

= Language modeling

= Translation modeling

= Decoding

= Parameter optimization
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Phrase-Based Statistical MT Information retrieval (IR)

= What comes to mind when | say “information retrieval”?

‘nach Kanada ‘ ‘zur Konferenz ‘

‘ Morgen \ﬂiege ‘

= Where have you seen IR? What are some real-world

‘Tomorrow ‘m ‘will fly ‘ ‘ to the conference ‘ ‘ In Canada ‘ examples/uses?
. . A = Search engines
Foreign mPUt Segmented into phrases = File search (e.g. OS X Spotlight, Windows Instant Search, Google
- “phrase” is any sequence of words Desktop)
Each phrase is probabilistically translated into = Databases?
English = Catalog search (e.g. library)

- P(to the conference | zur Konferenz) Intranet search (i.e. corporate networks)
- P(into the meeting | zur Konferenz)
Phrases are probabilistically re-ordered

See [Koehn et al, 2003] for an intro.
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Web search Web search

Google

Share of Searches (%)
Domain | September February
2010 January 2011 | Month-over-
2011 Month Point
AL Change (%)
Share of Searches (%) Google Sites 66.1 65.6 65.4 -0.2
Domain | September February Yahoo Sites | 16.7 16.1 16.1 0.0
2010 January 2011 Month-over- Microsoft 1.2 131 136 05
2011 Month Point Sites
Change (%) I - rcvewor] 37| 34 | 32 oz
A O b Ask, 2.6%
- - Others, 8.5% AOL Network| 2.3 17 17 0.0
Google Sites|  66.1 65.6 65.4 -0.2 N
Yahoo Sites 16.7 16.1 16.1 0.0
Microsoft 11.2 13.1 13.6 0.5
July 2006 Feb 2011
Ask Network 3.7 3.4 3.2 -0.2
AOL Network 2.3 1.7 1.7 0.0




Web search

Share of Searches (%)
Domain | September February
2010 January 2011 | Month-over-
2011 Month Point
Change (%)
Google Sites | 66.1 65.6 65.4 -0.2
Yahoo Sites | 16.7 16.1 16.1 0.0
Microsoft 1.2 13.1 13.6 05
Sites
Ask Network| 3.7 3.4 3.2 0.2
AOL Network| 2.3 17 17 0.0

comScore Explicit Core Search Share Report*
September 2011 vs. August 2011

Total U.S. -~ Home/MWork/University Locations
Source: comScore gSearch

Core Search Entity Explicit Core Search Share (%)
Aug-11 Sep-11 Point Change .
Total Explicit Core Search | 100.0% 100.0% NA = Data qua Ilty
Google Sites 64.8% 65.3% 05
Yahoo! Sites 16.3% 15.5% 08
Microsoft Sites 147% 14.7% 00
Ask Network 30% 30% 00
AOL, Inc. 13% 15% 02

Challenges

= Why is information retrieval hard?
= Lots and lots of data
= efficiency
= storage
= discovery (web)
= Data is unstructured
= Querying/Understanding user intent
= SPAM

GO Ugle web search engine traffic

About 82,200,000 resuts (0.13 seconds)
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Information Retrieval

= |Information Retrieval is finding material in
documents of an unstructured nature that satisfy an
information need from within large collections of
digitally stored content
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Information Retrieval

= |Information Retrieval is finding material in
documents of an unstructured nature that satisfy an
information need from within large collections of
digitally stored content

?
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Information Retrieval Information Retrieval

= Information Retrieval is finding material in text = Information Retrieval is finding material in text
documents of an unstructured nature that satisfy an documents of an unstructured nature that satisfy an
information need from within large collections of information need from within large collections of
digitally stored content digitally stored content

-Find all documents about computer science
What is the difference between an

-Find all course web pages at Middlebury ' :
information need and a query?

-What is the cheapest flight from LA to NY?
-Who is was the 15th president?

Information Retrieval IR vs. databases
= Information Retrieval is finding material in text = Structured data tends to refer to information in
documents of an unstructured nature that satisfy an “tables”
information need from within large collections of — " sal
digitally stored content mpoyee anager aary
Smith Jones 50000
; g Query Chang Smith 60000
Information nee
Ivy Smith 50000
'Ei)nrgpadltgroscgi?necnets about “computer science”
-Find all course web pa Middlebury AND college AND Typically allows numerical range and exact match
X ges rl-contains class i
at Middlebury u (for text) queries, e.g.,

-Who is was the 15th president? WHO=president NUMBER=15 Salary < 60000 AND Manager = Smith.




Unstructured (text) vs. structured
(database) data in 1996
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Unstructured (text) vs. structured
(database) data in 2006
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Challenges

= Why is information retrieval hard?
= Lots and lots of data
= efficiency
= storage
= discovery (web)

= Data is unstructured

= Understanding user intent
= SPAM

= Data quality
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Efficiency

= 200 million tweets/day over 4 years = ~300 billion tweets
= How much data is this?
= ~40 TB of data uncompressed for the text itself
= ~400 TB of data including additional meta-data
= 300 billion web pages?
= assume web pages are 100 times longer than tweets
= 4 PBof data
= 1000 4 TB disks
= assume web pages are 1000 times long than tweets
= 40 PB of data
= 10,000 4 TB disks
= assume web pages are 10,000 times longer than tweets
= 400 PB of data
= 100,000 4TB disks
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Efficiency

= Can we store all of the documents in memory?
= How long will it take to do a naive search of the data?

= To search over a small data collection, almost any approach
will work (e.g. grep)
= At web scale, there are many challenges:
= queries need to be really fast!
= massive parallelization
= redundancy (hard-drives fail, networks fail, ...)
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Unstructured data in 1680

= Which plays of Shakespeare contain the words
Brutus AND Caesar but NOT Calpurnia?

All of Shakespeare’s plays

How can we answer this query quickly?
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Unstructured data in 1680

= Which plays of Shakespeare contain the words
Brutus AND Caesar but NOT Calpurnia?

= Key idea: we can pre-compute some information
about the plays/documents that will make queries
much faster

= What information do we need?

= Indexing: for each word, keep track of which
documents it occurs in
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Inverted index

= For each term/word, store a list of all documents
that contain it
= What data structures might we use for this?

= [2[s]s]16]32]e4]123]

array
- 5]
linked list
= [a[128]32] 64]28[16)
hashtable

docID
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Inverted index

= The most common approach is to use a linked list

representation
Posting
/

[2HaHsHisH32HeaHizs]

[Catpurnia) == [1}-2{3H{5 813 {21 -34]

= [13Hi5]

— A
~—
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Inverted index construction

Documents to =]y
be indexed

i !
[text preprocessing} ‘ friend , roman , countrymen . ‘

L ]

1 §

friend] =
roman] =
[countryman) w=b

‘ Friends, Romans, countrymen. ‘

[~]
E

Inverted index

=
|
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Boolean retrieval

= Support queries that are boolean expressions:
= A boolean query uses AND, OR and NOT to join query
terms
= Caesar AND Brutus AND NOT Calpurnia
= Pomona AND College
= (Mike OR Michael) AND Jordan AND NOT(Nike OR Gatorade)
= Given only these operations, what types of questions
can’t we answer?
= Phrases, e.g. “Middlebury College”
= Proximity, “Michael” within 2 words of “Jordan”
= Regular expression-like
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Boolean retrieval

= Primary commercial retrieval tool for 3 decades

= Professional searchers (e.g., lawyers) still like
boolean queries
= Why?
= You know exactly what you’re getting, a query either
matches or it doesn’t
= Through trial and error, can frequently fine tune the query
appropriately
= Don’t have to worry about underlying heuristics (e.g.
PageRank, term weightings, synonym, etc...)
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Examp|e: WestlLaw http://www.westlaw.com/

= Largest commercial (paying subscribers) legal
search service (started 1975; ranking added
1992)

= Tens of terabytes of data; 700,000 users
= Majority of users still use boolean queries
= Example query:
= What is the statute of limitations in cases involving the

federal tort claims act?
-(LIMITD'3 STATUTE ACTION /S FEDERAL /2 TORT /3

= All words starting with “LIMIT”
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Examp|e: WestlLaw http://www.westlaw.com/

= Largest commercial (paying subscribers) legal
search service (started 1975; ranking added
1992)

= Tens of terabytes of data; 700,000 users
= Majority of users still use boolean queries
= Example query:
= What is the statute of limitations in cases involving the
federal tort claims act?
] (I_:I&;I;\A@STATUTE ACTIOI\@FEDERAL /2 TORT /3
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Example: WestLaw  nitp:/mww.westiaw.com/

= Largest commercial (paying subscribers) legal
search service (started 1975; ranking added
1992)

= Tens of terabytes of data; 700,000 users

= Majority of users still use boolean queries

= Example query:
= What is the statute of limitations in cases involving the

federal tort claims act?

= LIMIT! /3 STATUTE ACTION /S FEDERAL /2 TORT /3
CLAIM

= /3 = within 3 words, /S = in same sentence
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Query processing: AND

= What needs to happen to process:
Brutus AND Caesar

= Locate Brutus and Caesar in the Dictionary;
= Retrieve postings lists

utus [z s H 16 Hz2 Hot}-{rzs]
Coesar 112 -{aHsHsH1aHz1 o4

= “Merge” the two postings:

Brutus AND Caesar
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The merge

= Walk through the two postings simultaneously

21-{4]~{8 {16 -{32|~{64 | 128]
|
Caesar E
!

Brutus

Brutus AND Caesar
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The merge

= Walk through the two postings simultaneously

8]

!

Caesar E
!

Brutus

Brutus AND Caesar
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The merge

= Walk through the two postings simultaneously
8]
!
Caesar E
|

Brutus

Brutus AND Caesar

Introduction to Information Retrieval

The merge

= Walk through the two postings simultaneously

brus  [2-{a}-{e]-{16}-{s2 o4 {128
I

Caesar E
|

Brutus AND Caesar
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The merge

= Walk through the two postings simultaneously

Brutus |2 ~{4]~{8 {16 {32 |~{64 {128
I
Caesar E
!

Brutus AND Caesar
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The merge

= Walk through the two postings simultaneously

Brutus |2 ~{4]~{8 {16 {32 |~{64 {128
I
Caesar E
!

Brutus AND Caesar
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The merge

= Walk through the two postings simultaneously

2HaHe 16 Ha2-oa}-{128]
Caesar E

Brutus

Brutus AND Caesar
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The merge

= Walk through the two postings simultaneously

2HaHe 16 Ha2-oal-{128]
Caesar E

What assumption are we making about the
postings lists?

Brutus

For efficiency, when we construct the index, we
ensure that the postings lists are sorted

10
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The merge

= Walk through the two postings simultaneously

Brutus |2 ~{4]~{8 {16 {32 |~{64 {128
Caesar E

What is the running time?

O(length1 + length2)

Boolean queries:

More general merges

= Which of the following queries can we still do in
time O(lengthl+length2)?

Brutus AND NOT Caesar
Brutus OR NOT Caesar

Introduction to Information Retrieval

From boolean to Google...

= What are we missing?

= Phrases
= Middlebury College

= Proximity: Find Gates NEAR Microsoft.
= Ranking search results

= Incorporate link structure

= document importance
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From boolean to Google...

= Phrases
= Middlebury College

= Proximity: Find Gates NEAR Microsoft
= Ranking search results

= Incorporate link structure

= document importance

11
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Positional indexes

= |n the postings, store a list of the positions in the
document where the term occurred

4816
: §

word?1 [ 2: (3,16,20) |—{4: (39)|—{8: (4, 18, 40) || 16: (7) |

word1 .

‘ doclD: (position1,position2,...) ‘
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From boolean to Google...

= Phrases
= Middlebury College

= Proximity: Find Gates NEAR Microsoft
= Ranking search results

= Incorporate link structure

= document importance
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Rank documents by text similarity

= Ranked information retrieval!

= Simple version: Vector space ranking (e.g. TF-IDF)
= include occurrence frequency
= weighting (e.g. IDF)
= rank results by similarity between query and document

= Realistic version: many more things in the pot...
= treat different occurrences differently (e.g. title, header, link text, ...)
= many other weightings
= document importance
= spam
= hand-crafted/policy rules

Introduction to Information Retrieval

IR with TF-IDF

= How can we change our inverted index to make ranked
queries (e.g. TF-IDF) fast?
= Store the TF initially in the index

= |n addition, store the number of documents the term occurs
inin the index

= IDFs
= We can either compute these on the fly using the number of
documents in each term
= We can make another pass through the index and update the weights
for each entry

12
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From boolean to Google...

= Phrases

= Middlebury College
= Proximity: Find Gates NEAR Microsoft
= Ranking search results

= include occurrence frequency

= weighting

= treat different occurrences differently (e.g. title, header, link
text, ...)

= Incorporate link structure
= document importance

Introduction to Information Retrieval

The Web as a Directed Graph

hyperlink

A hyperlink between pages denotes author
perceived relevance AND importance

How can we use this information?
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Query-independent ordering

= First generation: using link counts as simple
measures of popularity

= Two basic suggestions:

= Undirected popularity:

= Each page gets a score = the number of in-links plus the
number of out-links (3+2=5)

= Directed popularity:

= Score of a page = number of its in-links (3)

problems?

Introduction to Information Retrieval

What is pagerank?

= The random surfer model

= Imagine a user surfing the web
randomly using a web browser

= The pagerank score of a page is
the probability that that user will
visit a given page

Iobe-Mascor Cartoon-Characte-Surfing O A Blue And Yellow-Surfboard jpa

13
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Random surfer model

= We want to model the behavior of a “random” user
interfacing the web through a browser
= Model is independent of content (i.e. just graph
structure)
= What types of behavior should we model and how?
= Where to start
= Following links on a page
= Typing in a url (bookmarks)
= What happens if we get a page with no outlinks
= Back button on browser

Introduction to Information Retrieval

Random surfer model

= Start at a random page

= Go out of the current page along one of the links on

that page, equiprobably s

Q<=

13
= “Teleporting”
= |If a page has no outlinks always jump

to random page

= With some fixed probability, randomly jump to any other
page, otherwise follow links

Introduction to Information Retrieval

The questions...

= Given a graph and a teleporting probability, we have some
probability of visiting every page
= What is that probability for each page in the graph?

Worldwide Web Present B o

search] ology

http://3.bp.blogspot.com/_2aGO7GjCqAl/RkyoSuCmBd/
Lo/zsHds! hology-web-graph.png
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Pagerank summary

= Preprocessing:
= Given a graph of links, build matrix P
= From it compute steady state of each state
= An entry is a number between 0 and 1: the pagerank of a
page
= Query processing:
= Retrieve pages meeting query
= Integrate pagerank score with other scoring (e.g. tf-idf)
= Rank pages by this combined score

14
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Pagerank problems?

= Can still fool pagerank

= link farms

= Create a bunch of pages that are tightly linked and on topic, then
link a few pages to off-topic pages

= link exchanges
= I'll pay you to link to me
= I'll link to you if you’ll link to me

= buy old URLs
= post on blogs, etc. with URLs
= Create crappy content (but still may seem relevant)
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IR Evaluation

= Like any research area, an important component is
how to evaluate a system

= What are important features for an IR system?

= How might we automatically evaluate the
performance of a system? Compare two systems?

= What data might be useful?
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Measures for a search engine

= How fast does it index (how frequently can we
update the index)

= How fast does it search

= How big is the index

= Expressiveness of query language
= Ul

= Is it free?

= Quality of the search results

Introduction to Information Retrieval

Data for evaluation

Test queries

Documents

15
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Many other evaluation measures... IR Research

= F1 Acw-siGIR 2010 [
. e - e

" Precision at K e e

= 11-point average precision R e ey prate o, || e

= mean average precision (MAP) score B Rl o I i e o

= normalized discounted cumulative gain (NDGC) O el eyl I E e I s

. - — P -

$SSS Online advertising $

= How do search engines make money?

= How much money do they make? wme s mE s mse  wen  mok s

$5,000

$5.000

$4.000

$ milions

3000

2000 455

$1000 + 1
Q102 @ 040 02103 041 @ 3 0401 Q2 B 0401 Q2 QI OO 2 O3 O4i01 @ B G401 Q3 001

2001 0@ 2003 2004 2008 2006 2007 2008 2009

http://www.iab.net/about_the_iab/recent_press_releases/press_release_archive/press_release/pr-060509
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Where the $ comes from

ld keyword
search
i display

i classifieds

W other

http://www.infor com, porting,
showArticle jhtmi?articlelD=207800456
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3 major types of online ads

= Banner ads

| wscrianer | g 32100600 MILES v IR

= Keyword linked ads

Google @ ]

= Context linked ads

s By Price, Star Rating Or

Cheap hotels
‘Ads by Google

Introduction to Information Retrieval

Banner ads

Car Finder

Vehicte Spotight

Hap i Days!

standardized set of sizes

Introduction to Information Retrieval

Paid search components

User Advertiser
) “fFOR
aa (SALE
Ad platform/exchange

Publisher

Ad server
lollgled Coogle

YaHOO!,

17
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Paid search

query

/2 dog the bounty hunter

GO-

Fle Edt Vew Favortes Took Hep

k& B-R-8

dows Internet Explorer

D G- @B ® 3

DR B

query

Ad platform/exchange
Publisher
Ad server

Goc )816

YaHoO!,

Web | Images | Video

Local | Shopping | more v

YaHoO!

[dog the bounty hunter

Web Search

1

Web | Images | Video | Local | Shopping | more ~

dog the bounty unter

Tr

190,00

for dog the bounty hunter (about) - 012 52

Also try: dog the bounty hunter costume, dog the bounty hunter daughter, More.

Barkley Square

ww barkleysquare.net - Spoil your pet with aur Pooch Paradise.

How to Be a Dog Bounty Hunter

- Law Enforcement & 1.0

Now.

DOG THE BOUNTY HUNTER

tice Degrees Online - Request Info

Offcial site of the famous bounty hunter Duane "Dog” Chapman, knawn for nurmerous captures
including that of convicted rapist and Max Factor heir Andrew Luster.

wiw dogthebountyhunter.com -

Cached

Dog the Bounty Hunter on ASE TV
Reality series that follows the adventures of bounty hunter Duzne Dog Chapran
v aetv.com/dog_the_bounty_hunter/index.jsp - 47k -

Dog the Bounty Hunter - Wikipedia, the free encyclopedia

You cant run, but you can hide (up high) from Dog the Bo

‘Assail Duane Dog’ Chaprman - Associated Press story

Quick Links i

4. Dog the Bounty Hunter - IMDb

en.wikipedia.orghik/Dog_the_Bounty_Hunter

-

ty Hunter *

ached

Bounty Hunters

In popular culture - Trivia

ool Mal  Welcome, Guest (Sian i) Hal

YaHoO!

SPONSOR RESULTS
Become a Bounty Hunter

Find out how. Request fast, free
Criminal Justice Degree information
www criminal justice-online.com

Take a Free Car
Match Jobs To Your Personality. A
Serious Tool To Help Guide You,
Free-Career-Test.com

Dog the Bounty Hunter
Costume

Find dog the bounty hunter
costume at Great Prices,
i Pronto.com

How to Become a Bounty
Hunter

Get educated to fight crime with &
degree in Criminal Justice online.
www AlU-DegreesOnline.com

Monster Jam Diecast Trucks
Hot Wheels 3

Grave Digger, Superman, The
estravar Anninilatnr ani Mara
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What is required of the advertiser?

Advertiser

C F(’)R
(SALE

Ad platform/exchange
Publisher
Ad server
Google

YaHoO!,

Advertiser

Introduction to Information Retrieval

set of keywords

ad copy

How to Be a Dog Bounty Hunter

v searchddegrees.com - Law Enforcement & Criminal Justice Degrees Online - Request Info

Now.

landing
page

bids

18
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A bit more structure than this...

Advgrtiser
i F’(’)R
SALE

millions of keywords

1\
<100K keywords cam palgn_]\
N

<100 keywords

adgroupl adgroup?2 adgroup3

N

keywordTkeyword?2 "
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Adgroups

= Adgroups are the key structure

= Adcopy and landing pages are associated at the
adcopy level

= Keywords should be tightly themed
= promotes targeting
= makes google, yahoo, etc. happy

Creating an AdWords Ad

1 Holp | Sisn aut

Reports  Analytics My Account

Carmpaian Summary > Seaile Condo > Ad Group #1

1072 Ad Group(s) Noxt.
Ad Group: Ad Group #1 5204121
I

Seatte Vi aused

Vi History.this ad grou
Ad Group Appraval Bin : Primary | Secondany | Al

Surmary | Keywords  AgVarations

+ Add keyurds: | Edi Kepvuords | Search tis sy
3

1110711 keyworde.

O Kepword Status 2] Corent 8 ¥ Cleks| I CR  amcec Cost  AmPos
Total Enacet Derot $100 [ec] w6 @ 1ww 06 907 30

) seattle spartment Actie sto 2 sEt 221% 0D s "
00 seattle conoo sctive sl 2w 4w na wm 12
Actie sto0 o ims 3% 03 swes 13

sctve s 2 78 2mw% 006 01 "

Active sio 1 5 tew 081 081 40

Actie st 2 g amw 0m w057 12

0 sea v spatment st s1o 2 u smw w0 w17 il
01 seattle fement house sctie sto 1 2 asw 1054 05t 19
00 seattle lyary condo Acte s 4 B 2n0s% w0 219 15
) seattle sty condormniun Active sto0 1 7 umn w018 w018 20
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Behind the scenes

Advertiser keyword
LfOR j—
(SALE p—
Ad platform/exchange
keywords Publisher
Advertiser
= — query Ad server
FOR — lollgled Coogle
SALE —
) — YaHoO!,
Advertiser keywords
¢ F'()R —
(SALE ||| —

19
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Behind the scenes Behind the scenes
Advertiser kevLmd
“FOR E Other data (site content,
SALE f— ad content, account, ...)

Ad platform/exchange For all the matches...

keywords Publisher
Advertiser 1
Ad server

¢ ;gfi — 7 query Goc ’816 advertiser A i —
h J— YaHoO!, . Search
advertiser B ——bid s engine ad
Advertiser || keywords / ranking
fOR ||| — matching problem advertiser C = bid §
SALE || —
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Behind the scenes: keyword auction Search ad ranking

= Bids are CPC (cost per click)
= How do you think Google determines ad ranking?

Display
@ ranking

Web site B * [ . -

b site score = CPC * CTR * “quality score” * randomness
Search \ ;o
engipe ad Web site A T T T
ranking cost/clicks * clicks/impression = Is it a good web pages?
cost/impression Good adcopy? don’t want people
Web site C Adcopy related to keyword? reverse engineering t|
system

Enhances user experience, i
promoting return users data gathering




