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Abstr act  

In this paper we examine the problem of audio retrieval.  We make 
a number of key contributions to this field.  First, we examine artist 
recognition/retrieval as a problem instead of the traditional genre 
classification.  This problem has the motivating benefit that there is 
a known, uncontraversial ground truth.  Second, and more 
importantly, we suggest borrowing research from the image 
retrieval community.  We provide results from one image retrieval 
technique ported over to audio retrieval.  This technique consits of 
taking the discrete wavelet transform of the audio, histogramming 
the results and using statistical histogram comparison metrics to 
compare similarity.  The results are not outstanding, but we do 
show that this sort of research can be done fairly easily and 
productively. 

1 I n t r oduct i on  

The expanse of computer technology along with an increasing interconnectivity (i.e. 
the internet) has had a huge impact on a wide range of applications.  One of the 
major effects of this technological revolution is that there is a vast amount of data 
available at the fingertips of anyone who owns a computer.  This availabil ity of 
information has brought a number of problems to the surface, all  involving 
identifying or retrieving pertinent information within this vast amount of data. 

Multimedia is a generic term for a broad range of different types of information 
([13]).  Multimedia information may consist of text, images, video and audio 
information.  The task of processing multimedia has generally been broken down 
into appropriate sub-fields.  Text retrieval methods have been fairly successful at 
identifying relevant information in documents and relevant documents themselves 
([6]).  Image retrieval techniques have come a long way since the first conception of 
querying a database containing images ([12] [3] [2]).  Audio retrieval techniques 
have only recently been focused on ([4] [1] [9] [10]. 

Fundamentally, these tasks are not that different.  The basic idea of a retrieval 
system is to examine various features of the training data, associate those features 
with some similarity metric or model and then compare those features against a set 
of possible solutions (i.e. documents, images, audio clips, etc.).  There has been 
some sharing of techniques with some success between various retrieval techniques 



 

([7]).  However, there has not been enough sharing of techniques among these 
different fields. 

In this paper, we are interested in examining audio.  However, instead of developing 
new and novel strategies for processing audio documents, we propose that 
researchers in the audio field examine techniques from image retrieval and 
classification where the medium is similar to audio, but the problem has been 
analyzed more thoroughly.  We do not suggest that current research for new 
techniques stop, however, what we do suggest is that researchers consider 
examining the techniques that have already been applied to images with success. 

We have a number of goals in writing this paper.  First, beyond just suggesting that 
researchers apply image processing techniques to audio, we provide a number of 
examples of this approach and show that not only can it be done without too much 
effort, but the results are also acceptable.  Second, we propose artist or band 
recognition/retrieval as a problem for audio processing.  One of the key advantages 
of this problem is that there is a known ground truth.  Too often audio papers 
analyze techniques problems such as genre classification where there is a general 
opinion of what the correct genre might be, but by no means an absolute.  Third, all  
of the techniques presented allow the system to train from multiple inputs.  This has 
a key advantage over systems that only use a single input in that the results can be 
better generalized.  Finally, as has been the emerging trend, this paper deals 
exclusively with raw audio ([11]) instead of midi format ([5]) or similar formats.  
Raw audio is advantageous mostly due to its accessible both in ease of obtaining 
and the shear quantity available. 

The paper is laid out as follows.  In the section 2, we present the basic analogy 
between the image domain and the audio domain.  Within this section we present an 
algorithm from image retrieval and show how this algorithm can be used as a model 
for an audio retrieval system.  In section 3, we explain in better detail the song data 
set that we worked with for experimenting and describe the setup for the testing.  In 
section 4, we then show the results of these algorithms on the data set of popular 
music.  Finally, in section 5, we summarize these results and hint at directions for 
future research. 

2 I mage Pr ocessi ng t o A ud i o 

Images are two dimensional signals sampled at some rate (i.e. pixels per inch) and 
represented as pixel values in some color scheme.  Similarly, audio is simply a one 
dimensional signal sampled at some rate (i.e. samples per second or Hz) and 
represented as amplitude values.  Processing techniques, such as fi l tering (i.e. 
applying some fi lter to the input source), can be applied to both images and audio.  
Given this, the following image processing techniques are provided with the 
appropriate conversion to audio. 

2.1 F i l t er  and  H i st ogr am 

In [8], a fairly simple approach was taken to image retrieval.  The basic idea was to 
use histogram comparison methods to compare the similarity of images.  Previous 
histogramming approaches have used simple histograms of color or other metrics.  
In [8], the image was passed through a number of different fi l ters.  This fi l tering 
produced a number of different fi l tered images.  These fi ltered images where then 
histogrammed and used as a model to represent that specific image for comparison 
purposes. 

Once a histogram was obtained, the paper borrowed from a number of different 
fields such as statistics and information theory for various histogram comparison 



 

methods.  The basic results from this paper showed that there was no absolute 
perfect measure under all circumstances, however, the chi-square statistic performed 
fairly well over the broad range of tests. 

Given the relative simplicity of this approach and the ease by which it can be 
applied to audio, we chose this as a good example to demonstrate the key concept of 
porting image techniques over to audio.  The basic idea for audio is basically the 
same as described above for images.  A general view of the algorithm can be seen in 
Figure 1. 

First, the song is split into a number of different frequency bands using the discrete 
wavelet transform (DWT).  The DWT is used for a number of reasons.  The DWT 
has been used in a number of audio applications successfully and seems to be the 
emerging technique for doing this sort of processing ([11]).  Also, the DWT is very 
similar to the process used in [8] where a gabor fi l ter is used to split the images.  
This is a good example showing how an image technique can be used as a guide, but 
not an exact manual, for developing new algorithms. 

Next, the coefficients from the DWT are histogrammed.  A number of different 
histogramming methods were examined in [8].  We examine a couple of different 
methods for histogramming in this paper.  The simplest method is simply to bin 
each level with the same number of bins.  This method is call “Normal”  binning in 
this paper. 

One problem arises with using the DWT.  Because of the way in which the bands 
are broken up, the number of coefficients at each level is not the same.  In fact, the 
number of coefficients halves at each progressive level.  This leads to a fairly large 
discrepancy between levels.  To try and account for this, another form of 
histogramming was used called “proportional”  where the count per bin remained the 
same.  This means that the lower level coefficients would be binned into a much 
larger number of bins than the higher levels. 

Finally, after the sound fi les have been histogrammed, they are then normalized and 
compared with other histograms from the database of possible answers (i.e. other 
songs).  As mentioned above, we chose to use the chi-square measure to determine 
the similarity between songs: 

Figure 1:  Audio retrieval method based on [8].  The coefficients of the different 
levels of the DWT are histogrammed and compared using X2 with the 

histograms from other songs in the database. 
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I(i) is the ith bin of image I and J(i) is the ith bin of image J.  As mentioned earlier, 
the chi-square method is fairly simple, but has been shown to work fairly well in a 
wide variety or circumstances. 

For simplicity, the method above was only described with respect to a single input 
song.  However, this method can easily be modified in a number of different ways to 
allow multiple songs to be used as input.  The modification can happen in two 
stages, either the histogramming stage or the actual decision stage (i.e. after chi-
square value is computed).  In the histogramming stage, multiple input songs can 
simply be treated as a single song and integrated into a single histogram.  Since the 
songs are normalized before comparison, the increase in number of coefficients wil l  
not affect the result.  I f the songs are histogrammed independently, they can sti l l  all  
be compared against each song in the database and then combine the scores in some 
manner to create an overall score for each song in the database (such as summing 
the scores together or a sum of squares to avoid outliers). 

3 Exper i ment al  Set up  and  Dat a Set  

The basic problem attacked by this paper is audio retrieval.  Given a database of 
audio fi les and a number of input audio fi les, retrieve some number of audio fi les 
from the database that are similar to the input fi les.  This framework has been 
applied on a wide range of data sets ranging from sound effects to full  songs ([4] 
[11]).  One common class separation used when dealing with actual songs is the 
genre of the song (such as classical, rap, rock, jazz, etc.).  There have been a number 
of successes on this type of data set, however, the data set does not provide an 
uncontroversial ground truth. 

The approach taken in this paper is slightly different.  Instead of trying to recognize 
the genre of the input songs, we try and recognize the band or artist of the input 
songs.  The main reason that this type of approach is better than a genre approach is 
that it provides a known ground truth for measurement purposes.  This has been 
difficult to accomplish in both the realm of audio and image processing, but is an 
important factor in comparing algorithms and calculating the performance of these 
systems. 

Given the size of most songs and the processing required to handle such a fi le, the 
database that we developed is relatively small.  However, we feel that it sti l l  
provides a good start.  The database consists of 40 songs from 4 different bands:  
Dave Mathews Band, U2, Green Day and Blink 182 (10 songs from each band).  
The artists were chosen in a hope to present a problem that may be difficult for a 
person who is unfamiliar with popular music to accomplish.  Although there are 
obvious discernable differences between these bands, l ikely a human might have 

               

Figure 2:  Point scores for the average of all  the tests for the varying number of 
bins and for both the normal (left) and the proportional (right) histogramming 

methods. 



 

trouble with this problem.  For computational purposes, the songs were all down 
sampled to 22 KHz and reduced to monophonic sound. 

To test a wide range of parameters, a number of different bin sizes were used and 
the two different histogramming methods described above (normal and proportional) 
were used.  For the normal histogramming method bins of size 8, 16, 32, 64, 128, 
192, 256, 320, 384, 448 and 512 were used and for the proportional method, bins of 
size 4, 8, 16, 32 and 64 were used.  The input consisted of 5 songs from a single 
band and the goal was to retrieve the other 5 songs of that band in the remaining 
database.  For each band, 10 random samples of 5 songs were tested and the average 
was taken. 

4 Resu l t s 

A number of different rating methodologies are presented here to try and better 
examine the results.  The first measure is similar to measures that have been used in 
image retrieval papers [3].  The first answer is given a score of 5 points, 4 for the 
second, 3 for the third, etc.  For a query, the sum of these is taken, resulting in a 
perfect score of 5+4+3+2+1 = 15.  A second measure is simply the percentage 
correct at each precision.  This figure helps to get a good idea for where the correct 
answers are occurring.  This measure is more precise than the point measure, but 
does not provide a good general view of the results. 

A summary of the results can be seen in Figure 2.  A few things should be noticed 
from these figures.  First, note that, unfortunately, the average for both normal and 
proportional methods is around 3.  Given that the best score that a perfect score is 
15, 3 is not the most desirable score.  Also, notice that for both methods, as the 
number of bins increases, the performance of the system does not really change.  
This is an interesting phenomenon.  The actual choice of bin size seems to make 
little retrieval performance impact. 

Table 1 presents answers for 16 bins.  In general, the correct songs seemed to be 
located throughout the various query positions (as is seen in this example).  Another 
interesting phenomenon also presents itself in this example.  Notice that Dave 
Mathews Band performs considerably better than the other two algorithms.  And 
there appears to be a difference between the other three also.  Table 2 examines this 
difference a bit closer.  Notice that there is a consistent difference between the 
performances of the four bands.  This effect is somewhat surprising. 
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Table 1:  Percentage correct for normal histogramming and 16 bins.  The score 
and average percentage correct is also presented. 



 

I f we analyze the results a l ittle closer we will  notice that not only does Dave 
Mathews Band appear to have better performance, but in fact, one of the reason for 
this better performance is that Dave Mathews Band appears to be selected more 
often as a result than other bands.  Further analysis of this effect wil l  hopefully 
reveal the cause. 

Even though the results appear to be somewhat disappointing, one last result should 
be presented.  Table 3 presents an interesting look at the recall of the system as the 
number of positions is increased.  Notice that this is not the actual recall of the 
system, instead it is a measure of how often you’ d get at least one result in those 
positions or higher.  Given this framework, the results are not as bad as originally 
perceived.  The results for the proportional method are only provided, but the results 
for the normal method are similar.  Notice that the fifth entry shows the number of 
tests where there was at least one result recalled at all.  Generally speaking, at least 
60% of the time a correct answer at least appeared and, in the best case, a correct 
answer was in the top 5 75% of the time. 

5 Concl usi on  and  Fut ur e Resear ch  

The direction for future research in this area should be fairly clear at this point.  
Obviously we would sti l l  l ike to investigate a number of different parameters for the 
algorithm above, such as using adaptive binning instead of the simplistic binning 
used now.  However, more importantly, as suggested numerous times, we would l ike 
to further investigate other image retrieval techniques, particularly those methods 
that do feature selection (since there has been little of this done in the audio domain, 
for example [12]). 

The results from the experiments were not outstanding.  However, they were not 
abysmal.  The results were at least better than random.  Although maybe optimal, 
75% of the time a correct answer would appear in the top 5.  To the credit of the 
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Table 2:  Summary of point scores over the four bands for the two different 
methods tested. 

 

bins 1 2 3 4 5
4 0.2 0.375 0.625 0.65 0.75
8 0.225 0.375 0.525 0.55 0.625

16 0.175 0.4 0.55 0.55 0.575
32 0.125 0.375 0.45 0.5 0.575
64 0.075 0.3 0.45 0.5 0.575  

Table 3:  Percentage of results that have at least one correct answer at that 
position or earlier for the proportional method. 



 

system, this is a problem that has not been previously analyzed.  This type of band 
recognition is even difficult for human observers, so it is not surprising that we 
might have difficulty approximating this.   Finally, we have no idea how hard this 
problem actually is.  As we examine this further and more research is done using 
this as a test set, this should become more clear. 

In this paper we have examined the problem of audio retrieval.  Specifically, we 
examined the problem of trying to retrieve songs with the same artist as the input 
songs.  This problem has the nice advantage that a known ground truth is known and 
therefore provides a stable testing platform for analysis.  Instead of developing new 
techniques from scratch, this paper makes a strong suggestion to borrow results 
from other fields, particularly image retrieval, where the problem is similar and the 
has been investigated in more depth and detail than audio retrieval.  I  want to 
reiterate this point again to make sure that the goal of this paper is clear.  We did 
not plan necessarily to find the best solution out there, what we did hope to do is to 
suggest to other researchers to examine the methods of image retrieval, borrow 
ideas and methodologies and apply those to audio processing.  Doing this wil l  save 
researchers time and effort and will  allow the audio domain to benefit from similar 
research already conducted. 
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